Using Sounder Data to Improve Cirrus Cloud Height Estimation from Satellite Imagery
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ABSTRACT
Modern polar-orbiting meteorological satellites provide both imaging and sounding observations simultaneously. Most imagers, however, do not have H2O and CO2 absorption bands and therefore struggle to accurately estimate the height of optically thin cirrus clouds. Sounders provide these needed observations, but at a spatial resolution that is too coarse to resolve many important cloud structures. This paper presents a technique to merge sounder and imager observations with the goal of maintaining the details offered by the imager’s high spatial resolution and the accuracy offered by the sounder’s spectral information. The technique involves deriving cloud temperatures from the sounder observations, interpolating the sounder temperatures to the imager pixels, and using the sounder temperatures as an additional constraint in the imager cloud height optimal estimation approach. This technique is demonstrated using collocated VIIRS and Cross-track Infrared Sounder (CrIS) observations with the impact of the sounder observations validated using coincident CALIPSO/CALIOP cloud heights. These comparisons show significant improvement in the cloud heights for optically thin cirrus. The technique should be generally applicable to other imager/sounder pairs.

1. Introduction
Cloud height estimation from satellites is an important capability. Cloud heights are being used for the height assignment of cloud-drift wind vectors (Bresky et al. 2012; Borde and Dubuisson 2010), which have a direct impact on numerical weather prediction (NWP). Cloud height is also an important climate variable and provides insight into the variability in atmospheric dynamics and energetics (Marvel et al. 2015) as well as inferring cloud feedback in a warming climate (Hartmann and Larson 2002; Li et al. 2012).

The most common method of estimating cloud height from satellites is through the use of infrared (IR) observations (Menzel et al. 2008; Heidinger and Pavolonis. 2009), which are provided by meteorological imagers and sounders. Imagers typically provide a limited number of channels at high (1–2 km) spatial resolution while sounders provide much more spectral information but at lower spatial resolution (10–20 km). The spectral information offered by sounders does provide accurate cloud heights for most ice cloud regimes including multilayer scenes (Susskind et al. 2003; Li et al. 2005; Kahn et al. 2007) and are successfully used for many applications (Kahn et al. 2014). However, in some applications it is advantageous to use cloud heights at the fine spatial resolution offered by imagers. Examples of these applications include the derivation of atmospheric motion vectors (AMVs) (Velden et al. 2017), the study of convection, and the study of aerosol/cloud interactions. In addition, other imager applications often require knowledge of cloud height such as cloud microphysical retrievals, which use...
Cloud height to predict atmospheric correction terms (Platnick et al. 2017).

The goal of the paper is to demonstrate a method that can exploit the accuracy offered by the spectral information of the sounder to improve cloud heights generated at the high spatial resolution offered by the imager. Figure 1 illustrates this concept. This figure shows an image taken from an aircraft of a deep convective cloud that exhibits an overshooting top and an extensive anvil. The convective regions are opaque and exhibit fine spatial structures while the anvil region is optically thinner and spatially smoother. Overlaid on Fig. 1 are hypothetical imager (red) and sounder (yellow) retrievals, which are drawn to illustrate the main motivation for the technique described here. The yellow lines represent the sounder retrievals that have a coarse spatial resolution and are accurate in the anvil but miss the structure of the core and the cloud edges. The imager heights (red) capture the structure of the core and the cloud edges but are generally less accurate in the anvil. The goal of this technique is to exploit the accuracy of the sounder and the fine spatial resolution of the imager to yield a final product that is optimal in terms of accuracy and spatial information.

The new technique uses the cloud heights generated with sounder data as a new a priori constraint in an imager cloud height retrieval based on optimal estimation (OE). The optimal estimation algorithm used here is the Algorithm Working Group (AWG) Cloud Height Algorithm (ACHA) (Heidinger and Pavolonis 2009), which is the operational algorithm for NOAA Visible Infrared Imaging Radiometer Suite (VIIRS) processing and is used in the Moderate Resolution Imaging Spectroradiometer (MODIS) AWG (MODAWG) processing for the NASA National Polar-Orbiting Partnership (NPP) MODIS Continuity Project. It is also the sole target cloud height assignment method used in the GOES-R AWG AMV software package, when tracking cloud objects.

This method is applicable to any imager/sounder pair and to any method of sounder height estimation, and has been successfully implemented in two major applications. The first targeted application is the NPP MODIS Continuity Project, which aims to generate cloud products from VIIRS and the Cross-track Infrared Sounder (CrIS) that are physically consistent with those from the EOS sensors (MODIS and AIRS). The second involves the Advanced Very High Resolution Radiometer (AVHRR) and the High Resolution Infrared Radiation Sounder (HIRS) and aims to generate an improved version of the Pathfinder Atmospheres–Extended (PATMOS-x) cloud climatology (Heidinger et al. 2014). In both of these applications, the imagers (AVHRR and VIIRS) lack the IR channels in H₂O and CO₂ absorption bands needed for accurate thin ice cloud height estimation. These IR channels are present on MODIS, which flies on the EOS Aqua and Terra missions. The MODIS cloud height products use the four channels in the 14-μm CO₂ band.
and have been used for real-time and climate applications (Holz et al. 2006). The sounder observations are used to replicate these four MODIS CO₂ bands, and the CO₂ slicing technique is used here to generate the sounder cloud height observations used later.

This paper will discuss the steps and assumptions used in this technique and will demonstrate the method on the VIIRS/CrIS sensor suite. Spaceborne lidar data from the Cloud–Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) mission (Winker et al. 2009) will be used to quantify the positive impact of the sounder data on the ACHA cloud products relative to the imager-only retrieval.

In addition to this method, other approaches are also being developed to merge imager and sounder data with the goal of improving cloud products at the spatial resolution of the imager. Weisz et al. (2012) used regressions based on the gradients of imager window channels within sounder footprints to downscale the sounder cloud heights to the imager resolution. Another technique uses statistical relationships between imager channels and sounder channels convolved with imager channel spectral response functions (SRFs) to generate new imager channels that can be used in many applications. One application of this technique uses CrIS and VIIRS to generate a MODIS-like 13.3-μm channel to improve cloud height retrievals (Cross et al. 2013). Recently, Weisz et al. (2017) have extended this technique to other MODIS-like bands. The technique described here differs from these in that it starts with an imager-resolution cloud height algorithm and uses the sounder information as a new piece of information in an optimal estimation approach.

2. Data

All data used here are provided by the NASA NPP Atmospheric Science Investigator-led Processing System (SIPS) located at the University of Wisconsin–Madison Space Science and Engineering Center (SSEC). The tools to merge the imager and the sounder data into a MODIS-like file were developed at CIMSS as part of the NOAA GOES-R support (Nagle and Holz 2009) and are discussed in the appendix.

For this study, VIIRS–CrIS Intermediate File Format (IFF) data are generated to match the CrIS granule time span of around 8 min for 1–8 January and 20–26 August 2015. IFF files are aggregated imager files that include additional channels derived from the sounder. Details on the IFF data are discussed in the appendix. Only the CO₂ channels from CrIS are used here, though other MODIS-like channels exist in the IFF data. No attempt is made to extrapolate the CrIS data into VIIRS pixels that fall outside of the CrIS footprints. The IFF data include a mask that tells when a VIIRS pixel falls outside of a CrIS footprint. Using this mask, about 35% of the VIIRS pixels within the CrIS swath falls outside of a CrIS footprint. In terms of all VIIRS pixels, 50% falls outside of a CrIS footprint.

a. CALIPSO

The Cloud–Aerosol Lidar with Orthogonal Polarization (CALIOP) instrument is a two-wavelength (532 and 1064 nm) near-nadir viewing active lidar on board CALIPSO. It sends out lidar pulses and detects the backscatter signal, providing high-resolution vertical profiles of aerosols and clouds. This study will use CALIPSO/CALIOP L2, version 3.30, cloud-layer product as truth data and collocate CALIPSO with VIIRS–CrIS IFF granules to demonstrate the value of combined imager–sounder observations. The collocation is being conducted so that the VIIRS and CALIOP observation times are within 15 min and the distance difference \( \Delta d \phi \) is no larger than 4°. These numbers are selected to maximize collocations and the major findings do not change if tighter thresholds are used. Here, \( \Delta d \phi \) is defined as

\[
\Delta d \phi = \sqrt{(\text{lat}_v - \text{lat}_c)^2 + ([\text{lon}_v - \text{lon}_c] \times \cos(\text{lat}_c))^2},
\]

where lat and lon stand for latitude and longitude, and \( v \) and \( c \) denote VIIRS and CALIPO.

The CALIPO 1- and 5-km cloud-layer (CLay) products were merged in this study to exploit the higher resolution of the 1-km product and enhanced thin cirrus detection capability of the 5-km data. This was accomplished by first collocating the 5-km CALIOP product with the VIIRS data. The collocation was then repeated using 1-km CALIOP data. If a VIIRS pixel had no cloud from the 5-km data but did have cloud from 1-km data, the 1-km results were used. If a VIIRS pixel had a cloud from both the 5- and 1-km data, the 5-km values were used. Since there is no optical depth in the 1-km CLay product, the column optical depth for the additional clouds from the 1-km-resolution files was set to 3, a value where CALIOP saturates. It is assumed only smaller-scale and more opaque clouds are missing in the 5-km CLay product. The apparent shift of the position of the object when viewed from different angles, known as parallax, affects collocation of satellite data from different platforms (Wang et al. 2011). During the collocation process, a parallax correction is made using the highest cloud height and the azimuth and viewing angles of the imager (i.e., VIIRS).

The purpose for the inclusion of CALIPSO/CALIOP data is to have a reference for the true cloud-top height. Because of the nature of IR radiative transfer,
IR cloud-top height algorithms typically report a value 1 or 2 km below the true cloud-top height detected by a lidar. Holz et al. (2006) verified that IR heights for thick clouds correspond to the level of optical depth equal to 1 into the cloud. Unless stated otherwise, for this study truth is defined as the center of the highest cloud layer from the CALIOP cloud-layer product. If there is no base reported for the highest layer, the top of the layer is used as truth. Therefore, the assumption used here should be valid for vertically homogenous clouds with optical depths less than or equal to 2. Since CALIPSO cloud optical depths saturate for values greater than 3, it is only a small fraction of clouds where this adjustment will result in an underestimation of the true height. As stated above, for thick cloud there is no cloud base reported. When no cloud base is available, no adjustment to the reported top-layer height is made. For the rest of this paper, any mention of CALIOP cloud-top height will refer to these adjusted values unless stated otherwise.

b. CLAVR-x

The processing framework used here was the Clouds from Advanced Retrievals Extended (CLAVR-x). CLAVR-x has served as an operational system in NOAA/NESDIS for AVHRR and GOES cloud product generation. CLAVR-x also serves as the processing system for the PATMOS-x climate dataset (Heidinger et al. 2014). CLAVR-x is also part of the processing chain used in the NPP MODIS Continuity Project. For this project, CLAVR-x was modified to read the VIIRS/CrIS IFF data described above. In addition to running the cloud-height algorithm described below, CLAVR-x also provides the cloud-mask and cloud-type information.

c. ACHA

The cloud height algorithm used here was the ACHA. ACHA employs an optimal estimation approach (Rodgers 1976) that uses analytical cloudy radiative transfer approximations and the Pressure-Layer Fast Algorithm for Atmospheric Transmittance (PFAAST) model (Hannon et al. 1996), a fast clear-sky radiative transfer model, to achieve the computational efficiency demanded by real-time processing at NESDIS. For technical details on ACHA, refer to Heidinger and Pavolonis (2009) and Heidinger (2011). ACHA retrieves cloud-top temperature, cloud emissivity, and a microphysical index ($\beta$). Cloud-top pressure and cloud-top height are derived from the cloud-top temperature and NWP profiles. Cloud optical depth and effective radius are derived using the methodology laid out in Heidinger et al. (2015). ACHA is designed to operate on the many channel combinations offered by various meteorological imagers. For this study, which focuses on VIIRS, ACHA retrieves using the 8.5-, 11-, and 12-\(\mu\)m observations. When processing AVHRR and HIRS, ACHA uses the 11- and 12-\(\mu\)m observations.

3. Methodology

The methodology developed here is composed of several distinct steps and these are shown in the flowchart in Fig. 2. The generation of the collocated sounder and imager data and sources of the sounder and imager level-1b data are described above and in the appendix. In addition, the imager cloud-type algorithm is part of the CLAVR-x system and not described further. Its role here is to identify cirrus clouds. The critical part of this methodology are the lower three boxes in Fig. 2. The sounder height algorithm is of course critical to ultimate success of this approach but this methodology could be applied to a sounder height product made from any technique. The following sections explain the sounder-derived cloud products and their use in the imager cloud algorithm.

a. Sounder-derived cloud height

The first step in this process is the retrieval of cloud-height and temperature from the sounder observations. The specific method used to derive the sounder heights does not impact the proposed methodology. Ideally, the sounder height would be derived from the most accurate
techniques that exploit the full capabilities of the sounder data. Multiple methods exist to derive cloud height from the IR sounder observations. One popular cloud height estimation is the CO$_2$ slicing approach (Menzel et al. 2008) and it is the method adopted here to generate the sounder cloud height. CO$_2$ slicing has been applied to the four longwave IR CO$_2$ channels present on the Terra/Aqua MODIS sensors (channels 33/13.3, 34/13.6, 35/13.9, and 36/14.2 $\mu$m). Given that the IFF VIIRS/CrIS data provided the MODIS-like CO$_2$ channels, adoption of the CO$_2$ slicing approach for this project was a natural choice. It is important to clarify that the VIIRS-only results shown later are not derived in any way from the CO$_2$ channels and use only those channels available on VIIRS.

The method implemented here is similar to that run by the MODIS Science Team set of cloud height products (aka MYD06) (Menzel et al. 2015). The approach estimates a height for each of the CO$_2$ three channel pairs (channels 33/34, 34/35, and 35/36). Each channel pair results in a cloud height estimation. If multiple CO$_2$ results are generated, the result from the highest-peaking channel pair is taken as the final answer. The implementation is done on $\beta$ profiles, which are discussed in Heidinger et al. (2010). The $\beta$ values are the ratio of IR emissivities from different spectral bands. Since the CO$_2$ channels are spectrally close, the CO$_2$ solution for a channel pair occurs where the $\beta$ profiles take on a value of 1.0. This method differs from MYD06 in that the use of sensor noise to determine valid solution was not used since the sensor noise from the MODIS-derived channels from CrIS is not known at this time but it is presumably much less than the true MODIS CO$_2$ channel noise. In addition, window-channel solutions were ignored since the sounder heights are used only for ice clouds.

Figure 3 shows the bias distribution of the sounder height derived from the MODIS-like CrIS CO$_2$ channels on 10 March 2013 compared to that from CALIPSO/CALIOP. Data are filtered to include pixels indicating single-layer, phase-matched ice clouds with cloud emissivity less than 0.63 (optical depth less than 1). The VIIRS cloud type and phase algorithm used here is that used in CLAVR-x (Pavolonis et al. 2005) and the multilayer flag as well as the optical depth are taken from CALIOP. Using the technique described above, the CALIOP cloud height is adjusted downward into the cloud to approximate what an IR retrieval should report. As described in the next section, these values are computed at the spatial resolution of CrIS and are spatially interpolated to the VIIRS pixels. As Fig. 3 shows, the sounder height shows little bias compared to CALIOP. The standard deviation in the height difference is 1.52 km, which equates to a cloud temperature standard deviation of roughly 9.88 K. It is the standard deviation of the cloud temperature that is used in implementing the sounder constraint in the imager OE cloud height algorithm. Note that Holz et al. (2008) compared MODIS high cloud height with CALIOP and reported a similar standard deviation of 1.8 km for single-layer CO$_2$ slicing-only retrievals.

b. Generating an a priori constraint on cirrus cloud temperature from sounder data

For some imager and sounder combinations, some imager pixels will fall outside of the sounder fields of view. The spatial gap between sounder pixels varies among each sounder instrument. To use the sounder-derived cloud heights for the imager, the spatial gaps need to be filled. To accomplish this, the sounder-derived heights are spatially interpolated between the gaps. The interpolation is done only for ice cloud retrievals. The assumption is made that the spatial variation of the tops of ice clouds is uniform. To test this assumption, an analysis of CALIPSO/CALIOP 1-km CLay data is made. The standard deviation of the height of the highest ice clouds are computed as a function of the averaging distance. Figure 4 shows the variation of the mean standard deviation of the cloud height as a function of the averaging distance. The data are computed for all CALIPSO/CALIOP data from 20 August 2015. It is demonstrated that the spatial variability of ice cloud height is generally less than the uncertainty of the sounder height retrieval. Therefore, smoothing sounder heights over a large area and interpolating to imager resolutions is an efficient and reliable way to provide the a priori values for the OE approach.
opaque cloud retrieval. For cirrus clouds, the initial a priori value of the cloud temperature was provided by an offset NWP tropopause temperature. In Heidinger and Pavolonis (2009), this offset was 15 K and was determined by a global comparison of CALIPSO/CALIOP data and NWP tropopause temperatures. Since then, this global offset has been replaced by a latitudinally varying value.

The sounder heights derived above now offer an additional constraint to ACHA. Figure 6 shows these two a priori values for 20 August 2015 computed for the ascending node data of VIIRS and CrIS. Figure 6a shows that NWP/CALIPSO-derived cirrus cloud-top temperature. It is computed everywhere and does not rely on the actual observations or the presence of cloud. Figure 6b shows the sounder cloud-top temperatures for this day. These data only exist where there was ice cloud, the CO2 slicing approach was successful, and the spatial interpolation was successful. There are evident differences where the a priori cirrus temperature is available from the sounder, particularly for tropical regions where cirrus is prevalent.

To combine these a priori values, ACHA was modified to construct a new single a priori cloud-top temperature value based on the weighted sum of the two separate a priori values. The weights are the standard deviation estimates from each of these a priori values. For the NWP/CALIPSO values, the standard deviations come from the latitudinal variation comparisons of the NWP tropopause and CALIPSO cloud temperatures. For the sounder a priori, the standard deviations come from the CALIPSO/CALIOP bias distribution shown in Fig. 3 (~10 K). Therefore, the new a priori value ($x_a$) and its uncertainty estimate ($S_a$) are now given by the following relation:

$$x_a = (x_{as}/S_{as} + x_{ai}/S_{ai})(1/S_{as} + 1/S_{ai}),$$

$$S_a = (1/S_{as} + 1/S_{ai})^{-1},$$

where $x_{as}$ and $x_{ai}$ stand for the a priori values from sounder and imager, respectively, and similarly for the matrix element $S_{ai}$. Note that no changes are made to other elements in the OE approach. In the following comparisons, retrieval differences between with sounder (VIIRS + CrIS) and without sounder (VIIRS alone) constraints are solely due to the aforementioned modifications. This approach makes effective use of the sounder information without any additional computational burden to the original OE approach. More complicated methods do exist but would require additional matrix mathematics that may computationally impede the operational utility of ACHA.

Figure 7 illustrates the impact of this new sounder constraint on the scene shown in Fig. 5. Figure 7 shows...
the difference between imager height retrieval with and without the sounder constraint and the sounder height. The imager solution that relies solely on window channel observations struggles to accurately estimate cloud heights. Therefore, for thin ice clouds with emissivity less than 0.4, the impact of including the sounder constraint should be and is significant. The bias is mostly negative, suggesting an underestimation of thin ice cloud top, for imager-only retrieval with a large spread. The peak tends to be close to 0 and showing a much narrower distribution when sounder is included. As cloud emissivity increases, the impact is decreasing. For optically thicker clouds with emissivity larger than 0.80, the difference are minimal. This is consistent as Fig. 1 illustrates that non-CO₂ channels, 8.5, 11, and 12 μm, can perform equally well for thick clouds. In Fig. 7d, when all data are used, the standard deviation of the bias decreases from 1.65 to 0.61 km
showing the overall impact of including the sounder data on the retrieval.

4. Impact of sounder data on CALIPSO/CALIOP comparisons

In the previous section, the impact of the sounder data on the OE cloud height algorithm was demonstrated. In this section, comparisons are made to the CALIPSO/CALIOP data, which allows for a direct assessment of the impact of the sounder improvements to the original imager-only retrieval. Figure 8 illustrates the comparisons between CALIPSO/CALIOP and the VIIRS data for a single scene. The scene is from a nighttime collocation of SNPP and CALIPSO over the tropical South Pacific Ocean. The red pixels are the sounder-only (CrIS only) retrievals. The blue points are the imager-only (VIIRS only) retrievals and the black points are the retrievals from the VIIRS that use the sounder constraint. The gray regions show the extent of the atmosphere that CALIPSO detected as cloud. The truth is provided by cloud tops from CALIPSO/CALIOP lidar.

Fig. 7. Biases of the ACHA ice cloud height relative to the sounder height with and without including sounder data as the a priori. The same scene as in Fig. 5 is used, and clouds are separated based on emissivity ranges for (a) 0–0.4, (b) 0.4–0.8, (c) 0.8–1, and (d) 0–1. Numbers in the legends are the standard deviation of the biases.
As described above, the lidar results are adjusted down to better match the IR results. This adjustment allows the IR retrievals to be higher than the lidar values. Without this adjustment, the lidar values would be 1 to 2 km higher than the IR retrievals. As Fig. 8 indicates, the sounder values (red) tend to outperform the imager-only values (blue) and the inclusion of the sounder constraint into the imager algorithm brings the imager values (black) into better agreement with both CALIPSO/CALIOP and the sounder values.

Figure 9 shows the results for the CALIPSO/CALIOP comparisons generated for 15 days in January and August 2015, from the merged 5- and 1-km-resolution cloud-layer products. The details of the contents and process for making these files are described above. The results shown here are filtered by ignoring multilayer clouds and any clouds that were not ice phase as determined by VIIRS and CALIPSO/CALIOP. Figure 9 uses the same format as Fig. 6 where each panel represents a range in cloud emissivity. The x axis in Fig. 9 now shows the bias of the ACHA retrieval against the CALIPSO/CALIOP data and not the sounder retrieval as in Fig. 7. The ideal behavior for Fig. 8 would be to show a large impact of the sounder data for the thinnest cloud and that the imager plus sounder retrievals agree better with CALIPSO/CALIOP. As Fig. 9 shows, this behavior is generally observed. These characteristics are most evident in Fig. 9a (thinnest clouds). As explained in Fig. 6, the impact of sounder data for the thicker clouds (Fig. 9c) is less because of the strong sensitivity of the imager observations to cloud height (the sounder constraint is ignored). In this panel, the sounder data and the imager plus sounder data differ slightly with respect to CALIPSO but that is expected since the two algorithms employ different channels and assumptions.

![Figure 8](image.png)

**FIG. 8.** Comparison of retrieved cloud-top height from VIIRS along the CALIPSO track between 1949 and 1957 UTC 20 Aug. Circle and × symbols in the figure indicate retrieval with and without using sounder data as the a priori. Square symbol denotes retrieval from sounder directly. Gray shaded areas indicate CALIOP detected cloud boundaries. Only retrievals for pixels with mutually agreed ice phase are shown.

![Figure 9](image.png)

**FIG. 9.** Cloud-top height bias distributions computed for VIIRS/CrIS data relative to CALIPSO/CALIOP lidar data. Different panels show different emissivity ranges. Data are from 15 days in January and August 2015.
Table 1 shows the mode, mean and standard deviation of VIIRS-only, CrIS-only, and CrIS/VIIRS against CALIPSO/CALIOP. Before looking at these metrics, it is important to understand what the expected performance of the satellite cloud height algorithm. Cloud height is not listed in the 2011 Global Climate Observing System (GCOS) satellite supplement list of essential climate variables (ECV), but cloud-top pressure and temperature are. In this document, cloud-top pressure has an accuracy requirement of 50 hPa, and cloud-top temperature has an accuracy requirement of 3 K. Using a mean lapse rate of 6.5 K km$^{-1}$, one can translate these into a cloud-top height requirement of 0.5 km. Therefore, the metrics shown here should be interpreted relative to this number.

The metrics in Table 1 quantitatively confirm the visual information in Fig. 8. In general, the modes of the bias with respect to CALIPSO/CALIOP are minimally affected by the sounder data. It is the means and especially the standard deviations that are impacted by the sounder data. For the thinnest clouds (top row), the standard deviations drop by half. Similar but smaller reductions in the standard deviation are seen in all rows except for the thickest clouds, where the sounder constraint has little impact. The metrics also show good quantitative agreement between the sounder and the imager. Except for very opaque clouds with fine spatial structures, the sounder height is assumed to be superior than the imager heights. In relation to the GCOS requirements, the impact of the sounder causes the imager retrievals to meet the GCOS requirement in terms of the mode and the mean. The standard deviations of the CALIPSO/CALIOP bias distributions never fall below 0.5 km but are generally close to 1 km when the sounder is used. Overall, the impact of sounder data is the largest for the thinnest clouds (where the imager struggles the most) and should offer a clear benefit to those applications relying on the height of thin cirrus and requiring high spatial resolutions.

The zonal mean cloud height biases with respect to CALIPSO/CALIOP are plotted in Fig. 10. Also plotted is the zonal mean cloud emissivity showing smaller values over tropical regions due to presence of more thin cirrus. Other than comparing to adjusted CALIPSO cloud height as discussed previously (Fig. 10a), the true lidar cloud top is also used for comparison purpose (Fig. 10b). The general zonal patterns are similar regardless of which lidar values are used. It is apparent that the retrievals from imager plus sounder tend to move values closer toward sounder values across all latitudes, reducing negative biases from imager-only retrievals. Figure 10 also shows that by using the adjusted lidar height as truth, there is a 1.5-km upward shift in cloud height biases. Using either the true or adjusted lidar cloud heights, the

<table>
<thead>
<tr>
<th>Emissivity range</th>
<th>N</th>
<th>MD</th>
<th>MN</th>
<th>SD</th>
<th>MD</th>
<th>MN</th>
<th>SD</th>
<th>MD</th>
<th>MN</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0–0.4</td>
<td>28,918</td>
<td>−0.75</td>
<td>−0.62</td>
<td>2.15</td>
<td>0.25</td>
<td>0.35</td>
<td>1.22</td>
<td>0.75</td>
<td>0.53</td>
<td>1.19</td>
</tr>
<tr>
<td>0.4–0.8</td>
<td>22,619</td>
<td>−0.75</td>
<td>−0.70</td>
<td>1.35</td>
<td>−0.25</td>
<td>−0.27</td>
<td>1.03</td>
<td>0.25</td>
<td>0.19</td>
<td>0.79</td>
</tr>
<tr>
<td>0.8–1.0</td>
<td>27,962</td>
<td>−0.25</td>
<td>−0.25</td>
<td>0.87</td>
<td>−0.25</td>
<td>−0.25</td>
<td>0.87</td>
<td>−0.25</td>
<td>−0.06</td>
<td>0.76</td>
</tr>
<tr>
<td>0.0–1.0</td>
<td>79,499</td>
<td>−0.25</td>
<td>−0.51</td>
<td>1.53</td>
<td>−0.25</td>
<td>−0.07</td>
<td>1.07</td>
<td>0.25</td>
<td>0.20</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Fig. 10. Zonal averages of the bias in the ice cloud height with respect to CALIPSO/CALIOP for the VIIRS, CrIS, and VIIRS + CrIS retrievals. (a) Adjusted lidar height is used and (b) true top-layer lidar cloud height is used. Also shown is the zonal average of cloud emissivity from the VIIRS + CrIS retrievals.
impact of the sounder is to move the imager values closer to the lidar values.

5. Conclusions

This paper presented a method to merge sounder and imager observations for improving cirrus cloud-top height estimation. This method used the coarser-spatial- but higher-spectral-resolution sounder data to derive an accurate sounder-resolution cloud height using the CO₂ slicing technique. These sounder results were then interpolated to the imager pixels and used in an optimal estimation cloud height algorithm. The resulting cloud height data preserved both the accuracy of the sounder information and the resolution offered by the imager. Comparisons with CALIPSO showed that the imager plus sounder heights more closely matched the sounder heights, and agreed better with CALIPSO than the imager products. The technique also has the advantage that for water clouds the high-spatial-resolution CTH from the VIIRS IR window channel is maintained compared to sounder-only retrievals.

The technique was applied in this paper to VIIRS and CrIS and has been applied to AVHRR and HIRS. The technique is applicable to any sounder/imager pair and to any method of sounder height estimation. With support from the NOAA National Centers for Environmental Information (NCEI), this technique will be used to generate a new version of the PATMOS-x cloud climatology. In this PATMOS-x version, HIRS data will also be used to improve the cloud detection. This technique was developed for the NPP MODIS Continuity Project and has been tested globally using the NPP SIPS resources. Our goal is that this technique allows for improved cloud heights for real-time applications and more consistent imager cloud products from AVHRR/ HIRS (1979–2025) and VIIRS/CrIS (2011–40).
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APPENDIX

Merged VIIRS and CrIS Level-1b Data

The process to merge VIIRS and CrIS data begins with the standard VIIRS and CrIS sensor data record (SDR) provided by the SIPS. The next step involves the SIPS generating IFF data, which reformats the SNPP VIIRS SDR data to more closely match the data from MODIS. This includes the aggregation of the data to make granules that have a duration of a selected time interval, a HDF4 format and naming conventions similar to that used in MODIS MYD021KM files. In addition, the SIPS spectrally convolves the CrIS observations using MODIS SRFs and then collocates these convolved CrIS observations into the VIIRS swath providing each VIIRS pixel with the nearest CrIS FOV. As a result, the IFF VIIRS data include additional channels derived from CrIS that are spectrally identical to MODIS longwave CO₂ channels (channels 33/13.3, 34/13.6, 35/13.9, and 36/14.2 μm) and the MODIS IR H₂O channels (channels 27/6.7 and 28/7.3 μm). The spatial resolution of the convolved channels is the same as that of the CrIS data (14 km).
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